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Do We Understand the Internal Mechanism of Al Models?
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Uber's self-driving car killed a pedestrian (Marc 18th, 2018)

The 'safety driver’ was watching a TV show (June 22th, 2018)
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Right to be forgotten

Llimit of Al decision

Rright to explanation

Fines

Enact

EU General Data Protection Regulations (GDPR)

17 : When customers do not want, the personal contents should be elemen
eliminated

22 : Customers have the right not to be handled by Al algorithm

13-14 : Customers have the right to receive proper explanations on the
decisions made by Al algorithms

Up to 4% of total global revenue

2018/05/28

In the area of high risk Al, the fine will be up to 6% of total global revenue



Trustworthy Al
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Responsible and :

5. L accountable
Our Mission

Stanford Trustworthy Al aims to supercharge innovations in artificial
intelligence with human understanding. We engage in translational Safe and secure
research across fairness, explainability, privacy, and robustness, guided by
ethics.



A DARPA Perspective on Al — Three Waves of Al

DESCRIBE CATEGORIZE EXPLAIN

Handcrafted Statistical Contextual
Knowledge Learning Adaptation
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“Gibbon”
(99.3% confidence

)
| : 1 Inherent flaws can be exploited
. ¥

@ Taymgets {¥ 2 Follow

@ReynTheo HITLER DID NOTHING WRONG!  Skewed training data creates Maladaptation
69 59 . ‘B ﬁﬁﬁi
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(Some) Initiatives: XAl in EU

Al&EU
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Explainable Al for PilotNet of NVIDIA

Output: vehicle control

!
[ 10 neurons | Fully-connected layer
[ 50neurons ] Fully-connected layer

[ 100 neurons ] Fully-connected layer

Flatten
Convolutional

feature map
64@1x18

3x3 kernel
X Keme Convolutional

feature map
64@3x20

: //3 e kel Convolutional
. feature map
= 48@5x22
5x5 kernel
3 - - Convolutional
. feature map
= 36@14x47
AS kemel Convolutional

feature map
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24@31x98
| /X5 kernel Normalized
7 7 input planes
M‘ 3@66x200

= Input planes
H 3@66x200

PilotNet X o . )
NVIDIA/Google ®ILEl, 20174 Explaining the decisions of PilotNet
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Bosch Center for Artificial Intelligence

Bosch Center for Artificial
Intelligence

T

e | R e =
Bosch Center for Artificial Intelligence

Leading in Industrial Al - cutting edge research for real world applications

Introduction

The Bosch Center for Artificial Intelligence (BCAI) was
created in 2017 out of existing competence centers to
deploy cutting-edge Al technologies across Bosch
products and services creating solutions that are
"Invented for life". We employ roughly 270 associates
worldwide, dedicated to over 185 projects within seven
locations: Germany, India, United States, Israel and
China.

Using data from Bosch's various business divisions, we
conduct cutting-edge research that focuses on safe,
secure, robust, and explainable Al. We design and
implement Al for smart, connected, and autonomous
technologies across Bosch business sectors.

By collaborating with international partners, we are
committed to fostering scientific exchange. We actively
look for opportunities to expand our research network
further and to collaborate with industry thought leaders.



Venture Capital’s Investment on XAl
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1 The team analyzes the internal mechanism
: of Deep Neural Network



Explainable Al Program in Korea - Part |

m>Human-level Learning and Inference to overcome the limitations of Deep Neural Networks

> gy

e It is hard to know the decision, so called + Explainable learners which can provide the
Blackbox model reasons of decisions
* It does not work well when we do not * Learning explainable models even with data
have enough training data deficient environment
y y Institute of Information & Communication Technology Promotion (lITP)
under Ministry of Science and ICT (MSICT) as part of Innovative Growth Engine Project
9
5 Period > July 2017 ~ December 2021 (54 months)
>
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(COEX, Seoul) (ICCV 2019)
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eXplainable Arfificial Intelligence Center

Al algorithms and applications
that provide explanations

http://www.openXAl.org/
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Explainable Al Program in Korea — Part |

e mpe AUGUST 23-27

DD2020 »

San Diego Convention Center

KDD2020 Tutorial on

Interpreting and Explaining Deep Neural Networks: A Perspective on
Time Series Data

2018 International XAl Symposium 2020 KDD Tutorial http://xai.kaist.ac.kr/Tutorial/2020/

R ICeV 2019
£
! 1,.

y N Seoul, Koreo
-
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2019 ICCV Workshop on

Interpreting and Explaining Visual
Artificial Intelligence Models

Trevor Darrell David Bau Ludwig Schubert
Saturday, November 2nd, 2019 - a ) _ . ‘
© COEX 31888, Seoul. K Kl Professor Kl Head of Machine K PhD student K Software Engineer
» Seoul, Korea B UC Berkeley Learning Group AwmiT H OpenAl
2019 International XAl Workshop A H Fraunhofer Heinrich A &

http://xai.kaist.ac.kr/workshop/2019/ Pt



http://xai.kaist.ac.kr/workshop/2019/
http://xai.kaist.ac.kr/Tutorial/2020/
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Al Top Conference Papers 87
(ICML, NeurlPS, AAA| ...)

Top Journal Papers 45
(Science Robotics, ...)

A Learning techniques B

Performance vs. explainability

Book Edited
(Explainable Al: Springer)

State-of-the-Art
urvey

Explainable Al:
IS Interpreting, Explaining and
] Visualizing Deep Learning

Explainable Al Program in Korea - Part |

Patents (Registration) 37(2)

Industrial Projects 11
Manufacturing Healthcare Finance Mobile
Steel ) MIEHETAH
elellele) oaasga || @Bk || NAVER
| smeen wawa | | 2R g
Semi ST Mmmﬂmmgﬁﬁﬁ% %’KEB opLe0y ARt
emiconductor MM

Process Explain ICU monitoring

Open Source Projects 44
github.com/OpenXAlProject

Online Tutorial 31

Open Workshop 10

Credit Rating Robust Generation

International 3
Gathering

R ICeV 2019
y 9§ B Seoul, Koveo

2019 1C( = liDD"fﬁ'ﬁﬁ

KDD2020 Tutorial on

preting and Deep Neural : A Perspective on
Time Series Data

13


http://github.com/OpenXAIProject

Methodology in Explainable Artificiail Intelligence

A Learning techniques B Interpretable models
Techniques to learn more
P structured, interpretable,
o Graphical causal models
Deep maodels

learning Bayesian

belief nets
. SRL
A CRFs HBNs
Statisticar  A9GS MLNs
rmodels

Deep learning
Improved deep learning
techniques to learn
explainable features

SVMs
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£ & s Model agnostic
5 >—= ® =~ Techniques to infer an
& A explainable model from
73 © any model as a black box

Explainability

Performance vs. explainability
D. Gunning et al., Science Robotics, 2019



Attribution Preservation in Network Compression for Reliable Network Interpretation

oo
1 1! 1 .
P i Compression rate: 50%
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Maintaining explainability while compressing neural networks

i N E Ej(l) EMPOWERING EXPERTISE

Prior art [UMD/NEC Labs, ICLR 2017] “ SOTA [KAIST, NeurlPS 2020]

Explanation
Loss

Explanation
Preserved

Before After Before After

[1] H. Li et al., "Pruning filters for efficient convnets." ICLR, 2017.
[2] G. Park et al., “Attribution Preservation in Network Compression for Reliable Network Interpretation." NeurIPS, 2020.
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International Standard of XAl

The First International Standard on XAl initiated from Korea

ISO/IEC JTC 1/SC 42 N 782

ISOfIEC JTC 1/SC 42 "Artificial intelligence”
Secretanat: ANSI
Committee Manager: Benko Heather Ms.

Official Form 4 - NP - Information technology -- Artificial intelligence -- Objectives
and methods for explainability of ML models and Al systems

Document type Related content
Project: ISO/IEC NP TS 6254
Ballot: ISO/IEC NP TS 6254 (restricted  2020-11-16

access)

Document date Expected action

Ballat / Reference

document VOTE by 2021-02-09

Description

SC 42 N 782 is a NP for ballot to approve the proposal "Information technology -- Artificial intelligence --
Objectives and methods for explainability of ML models

and Al systems” and has also been issued via the electronic balloting procedure with the ballot opening
on 17 November 2020, SC 42 N 711 is the Draft Document related to the Form 4 contained in SC 42 N
782. Votes should be submitted by 9 February 2021. Any comments submitted with votes should be
provided in the standard format.
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Existing Services vs Al Services

Solution Providers Customers

Functions, Certificati;)ns

Tech nology Specs, Documents

Service/

< Trustworthy Satisfaction

i N E Ej(l) EMPOWERING EXPERTISE



71& HIE vs Al HIE

Solution Providers Customers
Functions, Certifications
>
Technology Specs, Documents

Service/

< Trustworthy Satisfaction
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Functions

>
Al Explanations of

Decisions of Al Service/

Fully/Partl . .
- Trustworthy Satisfaction




One of the Most Accurate XAl Algorithms — INEEJI/KAIST

April 2022 ~ December 2026 (57 months)
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Few Shot based XAl LEarning Knowledge for General Public



Learn, Practice and Generate Knowledge to= "
Solve Some of the World's Greatest Preblems |n AI
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http://xai.kaist.ac.kr/

