
Global AI Meets National Law: 
Or How to Make AI Safe for the World

Anupam Chander

Scott K. Ginsburg Professor of Law and 
Technology, Georgetown University

Visiting Scholar, Institute for Rebooting 
Social Media, Harvard University







OpenAI v. Italian 
Garante
• March 30, 2023: Italian 

Garante orders OpenAI
to stop processing Italian 
personal information

• April 28: OpenAI resumes 
service, with privacy opt 
out for users and an age-
gate





Anupam Chander, 
The Electronic Silk 
Road (Yale Univ. Press 
2013)







This example is from Professor Edward Lee



This example is from Professor Edward Lee



Will AI Need a 
Passport?



Thesis 1: AI Needs 
to Be Trained for 

Local 
Circumstances 
Before Global 

Rollout







There are more than 16,000 collisions with kangaroos every year.  Some 
drivers install “roo catchers” on the front of their vehicle.



We are coming into a world in which your 
credit, your job prospects, your insurance 
claim, the news you read, and even the dates 
you go on are determined by faceless 
computers in a distant land. 



Thesis 2: AI Is 
Already 

Regulated



Thus, for many AI concerns, we don’t 

necessarily need new law—just smart 

enforcement. 

We need regulators who won’t assume 

that because a computer did it, it can’t be 

biased. 

Or just because a computer was trained 

on millions of  points of  data, it can’t be 

wrong. 



Thesis 3: AI shouldn’t 
be blamed for 

everything users do, 
but apportioning 

responsibility will be 
difficult.



Lawyer uses ChatGPT to 
write brief, but cites 
hallucinated cases

"Six of the submitted cases 
appear to be bogus judicial 
decisions with bogus 
quotes and bogus internal 
citations," Judge Castel 
wrote in an order 
demanding the man's legal 
team explain itself.



Thesis 4: Hidden 
Bias Is a Crucial 
Problem that 

Requires 
Vigilance 



Operating 
Data (Real 

World)

Training Data 
(Real World)

Algorithm Classification

Bias







Thesis 5: We 
Should Specially 
Target the New 

Risks that AI 
Raises





Thesis 6: We 
need to build in 

a kill switch



Paperclip 
Apocalypse
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