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Debates, dilemmas, and decisions

• Competition or cooperation (international politics)

• Centralization or decentralization (vertical or horizontal regulation)

• Formal regulation or industry self-regulation (shared governance)

• Diverse stakeholder participation or expert leadership (participatory democracy)

Anything else during Q&A is welcome (AI governance, ethics, AI in HR, education, future of work)!



1.  Competit ion or Cooperation?



Competition Rhetoric 2017-2020

Schiff (2022)



Growing Action on Competition

Political rhetoric (U.S. and China) → action
• See U.S. Innovation and Competition Act, CHIPS Act

Growing exports controls 
• HPC and AI chips, semiconductor manufacturing equipment 
• AI for surveillance, banned entity list
• Training datasets, licensing requirement

STEM talent
• Ubiquitous international efforts to compete over talent
• National Security Commission on AI
• Immigration/visa issues serious problem for 2/3 of AI researchers in the US (Zwetsloot et 

al. 2023)



But Cooperation Continues!

https://agora.eto.tech



Numerous Multilateral & Bilateral Efforts

• OECD, UN, APEC, Council of Europe, Vatican, 
African Union

• Global Partnership on AI (GPAI) (G7+)

• US-EU Tech-Trade Council (TTC)

• UK-Singapore, Canada-France, US-Japan, US-UK, 
India-UK, Africa-France

• The AI Safety Institutes

Intensive efforts toward cooperation ongoing!
Cihon et al. (2020)



2 .  C e n t r a l i z a t i o n  o r  D e c e n t r a l i z a t i o n ?



Decentralized Governance Advancing in US 

(Centralized in EU)

US NIST AI RMF (2023)

Action by US sectoral regulators: finance, transportation, health, etc.

• FTC, EEOC, DOC, NHTSA, FDA, SEC, FAA, DOJ

NIST AI Risk Management Framework (RMF) is paradigmatic here

• Also see White House Blueprint for on AI Bill of Rights

Horizontal governance still in play:

• AI Incidents/National Algorithms Safety Board

• Federal Digital Platform Commission

• Algorithmic Accountability Act

Governance not ‘solved’ but many advancements in responsible AI, AI ethics 
standards, corporate and design practices, etc.



Subnational Governance Advancing On Many 

Issues

Local actors are also filling gaps

• Facial recognition, biometrics, privacy

• Employment & surveillance

• Model inventories

• Platform regulation

• Workforce & education

• Impact assessments

BCLP (2023)



3 .  F o r m a l  R e g u l a t i o n  o r  I n d u s t r y  S e l f -
G o v e r n a n c e  



Not a Binary

• Historically, self-regulation and formal regulation can 
complement each other

• Govs don’t (currently/ever?) have capacity to audit 
every system (hence risk tiering)

• Industry still has special knowledge and access

• Especially upstream developers

• Leading companies are active in shaping safety 
practices, responsible AI, etc.



Growth of the AI Ethics/Governance Audit 

Ecosystem

• Governance consulting

• SaaS

• Technical audits

• Intermediary orgs promoting 
accreditation

• ForHumanity, Responsible AI 
Institute, IEEE CertifAIed

• Ecosystem growing!



4 .  D i v e r s e  S t a k e h o l d e r  P a r t i c i p a t i o n  o r  E x p e r t  
L e a d e r s h i p  ?



Consistent, Widespread Calls for Diverse 

Participation

• Disciplinary diversity: AI ethics, social sciences, humanities

• Lived experience diversity: gender, sex, race/ethnicity, disability, income

• Global diversity: low-income countries, linguistic diversity

• Public participation: general public, civil society, vulnerable groups



Progress or Rhetoric on Interdisciplinary 

Diversity?

• Observation: focus on STEM expertise in 
hiring, fellowships, etc.

• Vs. ethics or governance

• What # or ratio of experts in ethics, 
design, policy, history, etc., do we need? 
What team structure?

Evident AI Index (2023)



Public Participation Mostly Nominal 

Schiff (2023)

• Growing public opinion 
research

• Meaningful projects on 
participatory 
governance

but….



Room to Foster Public Participation & 

Democratize AI

• Still opportunities to 
create channels, 
mechanisms, and learn 
from other disciplines 
and regions



Where does this leave us in 2024?

Extensive efforts across sectors, regions, and scales

The work of standards bodies and auditing orgs will be critical

AI is still not highly politicized, and this may be desirable

Opportunities to advance meaningful public participation

Important: still risks of weak regulatory regimes, capture, competition, overly-
narrow governance solutions, etc.

So the work & experimentation must continue!



THANK YOU!
Daniel S. Schiff
Purdue University, Department of Political Science

dschiff@purdue.edu | @dan_schiff
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