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Increasing Interests in AI

(Moon by Ngram Viewer, 2023)



Human-AI Collaboration: Prospects and 
Challenges
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Perceived Benefits and Negative 
Consequences of Different Technologies

Source: World Economic Forum Global Risks Perception Survey 2016



Technology, Human, and HR Cycle



AI for HRM and HRD

• AI for Recruitment

• AI for Selection

• AI for Job Analysis

• AI for Job Assignment

• AI for Training and 
Development

• AI for Performance 
Evaluation
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https://www.visier.com/ai/ai-in-hr/



Human-AI Collaboration

Source: The Deloitte Center for Government Insights (2020; 3)



Human-AI Collaboration

• Collaborative Intelligence (Wilson and Daugherty, 2018)



AI Risk and Ethical Issue
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사례1 : Ai 타임스 (2021). “AI 왜이러나”
사례2 : Twitter taught Microsoft’s AI chatbot to be a racist

asshole in less than a day – The Verge
사례3: LAPD가 데이터기반 PredPol 사용중단 결정

SNS 서비스 AI의 인종차별 편견

해외 민간 챗봇의 유대인 혐오 트윗

사례 1 사례 2

사례 3

AI의 윤리성 문제



Trust in Human and AI Decisions in Different Scenarios

Scenarios Subjects
Trust in AI 

Decision

Trust in Human 

Decision
No Trust in Both

Scenario 1

Pandemic

Citizens 30.8 45.9 23.3

Public Servants 35.0 52.7 12.3

Scenario 2

Judiciary Sentencing

Citizens 36.9 41.6 21.5

Public Servants 41.3 48.7 10.0

Scenario 3

Response to Climate 

Change

Citizens 46.3 33.4 20.3

Public Servants 52.2 39.3 8.5

11Source: Moon et al. (2024)



Preference for Assigning Decision Authority in Human-AI Collaborative 
Intelligent Government

Subject
Full Decision 

Authority to AI

More Decision 

Authority to AI 

Systems while 

Incorporating 

Human’s View

Equal Decision 

Authority to AI 

and Humans 

More Decision 

Authority to 

Humans while 

incorporating AI’s 

View 

Full Decision 

Authority to 

Humans

Citizens 1.2 23.3 26.2 44.8 4.5

Public 

Servants
1.0 27.3 15.2 51.8 4.7

12Source: Moon et al. (2024)
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Survey Results by Institute for Future Gov’t (Moon, 2022)
디지털경제사회연구본부

Human-AI Types

High Human Capacity

Low Human Capacity

High AI 
Capacity

Low AI 
Capacity

Huma –AI Collaborative 
Decision 

(B)

Human Leading Decision 

(A)

Incompetent
Decision 

(D)

AI-leading Decision 

(C )
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Blame or Praise to AI or Human? 
Vignette-based Experiments 

AI Only 
(Right)

AI Only
(Wrong)

AI-Human Collaboration 
(Right)

AI-Human Collaboration 
(Wrong)

Robot Human Robot Human

Smoking 
Violation

4.98 3.55 4.87 4.95 3.52 3.57

Medicine 
Scheduling

4.77 3.40 4.85 4.84 3.50 3.58

Visa 
Processing

4.81 3.24 4.75 4.74 3.20 3.30

Pandemic 
Policymaking

4.84 3.53 4.80 4.65 3.70 3.33

(Moon, 2023)



How to Work Together?

Human AI Human
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AI Human AI

A

B



Reiteration of Human-AI Interaction
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AI/Human AI/Human AI/HumanC



HAI CQ?

Human-AI Collaborative Intelligence
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HMCQ?

• Human-Machine (HM)

• Collaborative Intelligence (CQ)

• HMCQ or HAICQ?
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Two Approaches: Ethical Approach 
and Legal Approach

Ethical Approach

(Moralizing)

Legal Approach

(Regulating)

Mechanism Ethical standards Regulatory laws

Actor(s) Various stakeholders Government(s)

Nature Voluntary Mandatory

Consequences Moral Blaming Punishment or Penalty

(Moon, 2023)



AI Ethical Guidelines by Year (116)

20
(Moon, 2024)



Ethical Principles and related Values

Source: Moon (2024)

Ethical Principles from Ethical Guideline by Governments

Social/Public 
Interest

Fairness Safety Accountability Privacy
Explanability/
Transparency

Robustness
Collaboration
/Governance

Human Contr
ollability

34 35 26 29 26 37 11 11 13 48

70.8% 72.9% 54.2% 60.4% 54.2% 77.1% 22.9% 22.9% 27.1%

Ethical Principles from Ethical Guideline by Non-Government Actors

Social/Public 
Interest

Fairness Safety Accountability Privacy
Explanability/
Transparency

Robustness
Collaboration
/Governance

Human Contr
ollability

39 45 33 46 42 50 8 20 20 68

57.4% 66.2% 48.5% 67.6% 61.8% 73.5% 11.8% 29.4% 29.4%



Checklist for AI /AI-based Service 
Developers 

(KISDI, 2023)



From Moralization of AI to Regulation





Inclusive AI Governance for Social Good

25
(Moon, 2023)



Human-AI for HRM and HRD
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https://www.visier.com/ai/ai-in-hr/



Where Are We?



What to Do?



AI/Automation and Jobs Replacement
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Source: Sowa et al., 2021 p. 136.



AI-augmented Government (Eggers and
Macmillan, 2017)



FOOD SAFETY INSPECTION

• in Chicago, there were 5,880 inspecti
ons during the study, with 71 promp
ted by FINDER analysis. In Las Vegas,
there were 5,038 inspections with 61
prompted by FINDER.

• Baseline Traditional Inspection: 25% 
Unsafe

• FINDER Flagged Inspection: 50% 
Unsafe

• About I30 Food Inspectors in 
Chicago

• About 15,000 Restaurants and Food-

• related Businesses (470 per inspector)

• Digital Health Epidemiology



Jobs at High Risk?

Share of Workers with High 
Automatability

Share of Jobs at High Risk by 
Industry

Source: Arntz et al., 2016, p. 16 Source: Hawksworth & Berriman, 2018, p. 18



Why Disruptive?
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https://willrobotstakemyjob.com

https://willrobotstakemyjob.com/


67%

27%

25%



14%6%



Automation and Changes in 
Government?

(Moon et al., 2019)
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HR in the AI Age: Plan and Balance for 
Efficiency and Quality of Public Services
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