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Increasing Interests in Al

(Moon by Ngram Viewer, 2023)



Human-Al Collaboration: Prospects and
Challenges
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erceived Benefits and Negative
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Where Are We?




What to Do?




Technology, Human, and HR Cycle

technology
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Al for HRM and HRD

e Al for Recruitment

e Al for Selection e Hiing and
« Al for Job Analysis
e Al for Job Assignment ohvarsey  © 6 Ways To . F—
_ . . g and inclusion ’% Use AI in HR ,g,n‘ d development
« Al for Training and
Development
Performance 3 & Employee
» Al for Performance el -
Evaluation

https:.//www.visier.com/ai/ai-in-hr/



Human-Al Collaboration

Scenarios for human-machine pairing

ANAGING

AFLEET OF
AUTONOMOUS
BUSES

Extend or augment
human work

— T

LHARNING

HANDWRITING
RECOGNITION

SHEPHERD EXTEND
A human A machine
manages a augments
group of human work
machines,

amplifying their
productivity

(1) Competing or working separately

Source: Sowa et al., 2021 p. 136.

Automate
COl RELIEVE REPLACE
A machi A problem is ork is Machines Machines
prompts a identified, broken up take over completely
human to defined, and and parts are routine or perform a task
help the automated manual once done by
human gain human-machine tasks humans
knowledge collaboration
Human Al Huiman Al Human
Al
(2) Supplementing each (3) Interdependent on (4) Hybrid of the
other each other two



PERFORMANCE IMPROVEMENT

Human-Al Collaboration

* Collaborative Intelligence (Wilson and Daugherty, 2018)

7 . o »  Human-Al Collaboration and Performance
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Trust iIn Human and Al Decisions in Different Scenarios

Trust in Al Trust in Human

. . .. No Trust in Both
Decision Decision

. Citizens 30.8 459 233

Scenario 1
Pandemic Public Servants 35.0 52.7 12.3
Citizens 36.9 416 215

Scenario 2
Judiciary Sentencing Public Servants 413 48.7 10.0
Citizens 334 203

Scenario 3
Response to Climate Public Servants 39.3 85

Change

Source: Moon et al. (2024)



Survey Results by Institute for Future Gov't (Moon, 2022)

Human-Al Types

High Hurnan Capacity [ Most Possible Future ] ‘ Most Preferred Future
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Blame or Praise to Al or Human?
Vignette-based Experiments

Al Only Al Only Al-Human Collaboration | Al-Human Collaboration
(Right) (Wrong) (Right) (Wrong)

Robot Human Robot Human
Smoking 4.98 3.55 4.87 4.95 3.52 3.57
Violation
Medicine 4.77 3.40 4.85 4.84 3.50 3.58
Scheduling
Visa 481 3.24 4.75 4.74 3.20 3.30
Processing
Pandemic 4.84 3.53 4.80 4.65 3.70 3.33
Policymaking

(Moon, 2023)



How to Work Together?
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Reiteration of Human-Al Interaction

o Al/Human Al/Human Al/Human




HAI CQ7

Human-Al Collaborative Intelligence



Al Risk and Ethical Issue

Gl?zlllredian

Culture Lifestyle More v

Asia Australia Middle East Africa Inequality Global development

LAPD ended predictive policing
programs amid public outcry. A new
effort shares many of their flaws

18



Two Approaches: Ethical Approach
and Legal Approach

- Ethical Approach Legal Approach
Moralizing Regulating

Ethical standards Regulatory laws

Actor(s) Various stakeholders Government(s)
Voluntary Mandatory
Consequences Moral Blaming Punishment or Penalty

(Moon, 2023)



Al Ethical Guidelines by Year (116)
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From Moralization of Al to Regulation

EU ‘in touching distance’ of world’s first
laws regulating artificial intelligence

Dragos Tudorache, MEP who has spent four years drafting Al
legislation, is optimistic final text can be agreed by Wednesday
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Biden Issues Executive Order to Create

A.L Safeguards

The sweeping order is a first step as the Biden administration
seeks to put guardrails on a global technology that offers great
promise but also carries significant dangers.

% Share full article A~ l:]
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SAFETY, SECURITY, AND TRUST



Inclusive Al Governance for Social Goo

PUBIL.IC ATDOMNMINNIS T RATION RENVIEWW
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Searchinmng for inclusive artificial iNntelligsence for social sood:
Participatory sovermnance and policy recommendations for
rmakimngs Al more inclusive anmnd benignmn for society

P Jae MNNIOOm e

First published: 24 April 202= https:/ /' doi.org/ 10_ 1111/ /puar.13I648 | Citations: =

Read the full tcext > - PDF o, TOOLS - SHARE

A Abstract

WrwWhile artificial imntelligence A1) has begunmn o tramnsiforrm

operations, armnd public services, thhere has beern a lack of discussion comncermning its role imn
comntributimng to social gsood. Both academic research armnd practical ewvidenmnce hawe oftenmrn
cormpellimngly predicted and sugsested Al's potential impact omn the labor rmarkett, imndustcry,
and services, as vwwell as thhe risks anmnd bemnefits of disruptive technologies. WWith anm

ermphasis omn undarstanmnding the complex amnd unNncercaimn Nnacture oOfF Al
disparities im its benefits, im cthis article, the

and it is posited that this gsowvermnanaoce
iNmnclusiwve Al thhat contributes to social

imdividuwual lives, busimness

as well as thhe

logic of participatory gowvernmnanace is exammimned,
is amn appropriate sowvernmninmngs mechanisrm for am
soodc. This study also offers a set of policy

recormimendations by reviewvwing selected cases anmnd the challenges thhat policy-rmakers
Fface at the matiormnal anmnd global lewvels.

(Moon, 2023)
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Al-augmented
Macmillan, 2

"0 6

Collect data

nEmesis downloads
~16,000 tweets from

3,600 users each day

that originate from Las

Vegas in real time

Human involvement:

0%

proce

Geo-tagging

To estimate visits to

restaurants,

ach tweet
within 50 meters of a
food venue is
automatically '
Lo the neares

apped
staurant
as determined by the
Google Places AP, The

narrows down to
1,000 tweets from 600

users

Human involvement

0%

Analyzing tweets

using machine
learning

nEmesis then tracks

these 600 users for the

jays and
ads their twee
then it ana

down

tweets scanned by

human were fed into the

model

Human Involvement

10-15%

overnment (Eggers and
17)

Automation frees up

25% of labor hours for Cognitive insights allow

more complex tasks workers to be more
productive and effective,
v + extending their abilities
+ o :

Ranking of
restaurants and
allotting

Finally, restaurants are
ranked based on the
number of tweets

sickne:
exceeding th
threshold. Basec
scores, adag
inspections are allotted

nspectors

B
m.'s-,:ffi

Human involvement:

The result:
25-30%

A super-empowered worker!



FOOD SAFETY INSPECT

« Digital Health Epidemiology
npj | Digital Medicine

Article = OPEN = Published: 06 November 2018 L4

Machine-learned epidemiology: real-time
detection of foodborne illness at scale

Adam Sadilek, Stephanie Caty, Lauren DiPrete, Raed Mansour, Tom Schenk Jr, Mark Bergtholdt,

Ashish Jha B8 Prem Ramaswami & Evgeniy Gabrilovich

npj Digital Medicine 1, Article number: 36 (2018) = Download Citation ¥

ION

in Chicago, there were 5,880 inspecti
ons during the study, with 71 promp
ted by FINDER analysis. In Las Vegas,
there were 5,038 inspections with 61
prompted by FINDER.

Baseline Traditional Inspection: 25%
Unsafe

FINDER Flagged Inspection: 50%
Unsafe

About 130 Food Inspectors in
Chicago
About 15,000 Restaurants and Food-

related Businesses (470 per inspector)



Jobs at High Risk?

Share of Workers with High
Automatability

Share of Jobs at High Risk by
Industry

Potential jobs at high risk of automation

Korea
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Bﬁlgium Transportation and storage
apan
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D?:nmarl-c Administrative and support service —{ T+
rance .
United States Wholesale and retail frade —] T -
All C%untnss Public administration and defence — 1T
anada
Italy Financial and insurance —{ T -
Nethertands Information and communication — T
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Norway Professional, scientific and technical — 1T
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Slovak Regubl!c Accommodation and food service — 1T 1+
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Austria Education | —| [}—
6 : I 15 Source: PIAAC data, PwC analysis

5 10
Share of Workers at High Risk (=70%) in Percent

Source: Arntz et al,, 2016, p. 16 Source: Hawksworth & Berriman, 2018, p. 18



Why Disruptive?

or show random example

https://willrobotstakem



https://willrobotstakemyjob.com/

Bookkeeping, Accounting, and Auditing
Clerks

Imminent Risk

91%

Administrative Services Managers

Moderate Risk

Imminent Risk

44%

Accountants and Auditors Human Resources Managers
High Risk Low Risk

Imminent Risk

Minimal Risk Imminent Risk

27%
67%

Social and Human Service Assistants
Low Risk

First-Line Supervisors of Office and
Administrative Support Workers

Moderate Risk

Minimal Risk Imminent Risk

50%




Firefighters

Minimal Risk
Minimal Risk . Imminent Risk
6%

Payroll and Timekeeping Clerks

Imminent Risk

Minimal Risk . Imminent Risk

0%

Police and Sheriff's Patrol Officers

Minimal Risk

Imminent Risk

14%

Postal Service Mail Sorters, Processors,
and Processing Machine Operators

Imminent Risk

86%



Automation and Changes

Government?

Potential jobs at high risk of automation
0% 10% 20% 30% 40% 50%

60%

Transportation and sorage. [
Manufacturing Il
Construction I I
Administrative and support senvice Il
Wholesale and retail trade Il
Public administration and defence D |
1

Financial and insurance

I |
N |
Accommodation and food service | [ EGEGN
Human health and socialwork I
Education J§=

Information and communication
Professional, scientific and technical

s Algorithm wave = Augmentation wave  wAutonomy wave

Source: PIAAC data, PwC analysis

Source: Hawksworth & Berriman, 2018

(Moon et al., 2019)
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HR in the Al Age: Plan and Balance for
Efficiency and Quality of Public Services

Upskilling

Reskilling

“Life is like riding a

- ] bicycle. To keep

your balance you
must keep moving.”
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